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The increasing use of the internet and the developments in the world of 
informatics have brought security problems together. Hardware and 
software known as Intrusion Detection System aim to detect attacks from the 
outside world and protect the system from them. These systems need to be 
fast and intelligent. Establishing intelligent systems for IDS requires data 
collection, processing and establishment of models in this area. It is very 
important to pre-process the collected data and select the necessary 
attributes. The fact that there are many feature selection methods and data 
preprocessing steps raises the question of which of these should be used and 
even which of these combinations of options would be better. Although there 
are studies on selecting the required features or on different normalization 
methods, there is no study that applies them together on IDS systems. This 
study was carried out for this purpose. With the study performed on the 
Kddcup99 dataset, 4 different normalization and 4 different feature selection 
methods were evaluated together. In this context, 20 different datasets were 
created and K nearest neighbor, Artificial Neural Networks and Random 
Forest algorithms were applied to each of them. When the results obtained 
are evaluated together with the normalization methods and feature selection 
methods, it has been shown that ideal features that produce successful 
results for IDS can be found. 
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A. Introduction 
In We Are Social Digital's 2021 report, it is stated that 59% of the world's 

population has 4.66 billion internet users, 66% of the world's population has 5.22 
billion mobile users. These numbers are increasing day by day [1]. Developments 
such as widespread use of mobile technologies, easier access to the internet, and 
cloud-based delivery of many technologies have increased the use of computer 
networks and internet. It created opportunities for malicious people such as 
hackers in widely used network and internet technologies. By taking advantage of 
security vulnerabilities, they started to have significant effects, especially intrusion 
and damage to systems. To prevent such harmful effects, intrusion detection 
systems have been developed and important steps have been taken to prevent 
attacks [2]. 

Intrusion detection systems (IDS) are systems that detect and prevent 
actions taken with the aim of damaging a personal computer or computer network. 
These systems use signature-based and anomaly-based approaches. In the 
signature-based approach, the IDS has a signature that identifies each attack, 
revealing its characteristics. IDS detects the information obtained from the 
previous attack patterns in a database and compares the new attack with this 
database. The disadvantage of this system is that if the new attack has not occurred 
and recorded before, the attack may not be detected. In the anomalous-based 
approach, which is the other approach, attack detection is made through abnormal 
movements on the network. The most important advantage of this approach is that 
it can detect attacks that have not been carried out before [3]. 

Machine learning, which works by finding patterns in data using statistics 
and computer power, has been successfully applied in different disciplines in 
recent years [4–8].  In addition to signature-based and abnormal-based 
approaches, machine learning methods can also be used successfully for IDS. 
Reference [9] proposed a three-stage machine learning method on the kddcup99 
dataset. ExtraTrees Classfier achieved a high success rate of 99.75% in the multi-
classification problem in which it included the feature selection method. Reference 
[10] proposed an attribute selection method using the pigeon inspired optimizer 
method. In his study on the Kddcup99 dataset, he stated that it performed better 
than other feature selection methods. Reference [11] proposed a model called 
multilevel semi-supervised ML (MSML). With the method he tried on the 
Kddcup99 dataset, he showed that he found more successful results than other IDS 
systems. Reference [12] suggested a two-stage hybrid methodology. KDDCup99 
achieved a high classification success of 99.9% in multiclassification for the 
Kddcup99 dataset in its study on NSL-KDD and UNSW-NB15 datasets. Reference 
[13] stated that he achieved a high success rate on the Kddcup99 dataset with the 
feature selection method based on the CART algorithm. Reference [14] developed a 
new ensemble learning model and achieved high classification success on KDD, 
KDD99, and UNSW-NB-15 datasets. Reference [15] has increased the success of 
multiple classification for IDS by proposing a three-stage hybrid method. It 
preprocessed with the min-max method, selected the feature with the random 
forest recursive feature elimination method, and classified it with the SVM and 
ANFIS methods. Reference [16] has increased the success of the algorithm by 
preventing the Boruta feature selection method from entering an infinite loop. 
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Reference [17] provided a performance increase on the Kddcup99 dataset by 
applying the correlation-based feature selection method. 

In addition, there are studies in the literature examining the effects of feature 
selection methods [18–21] and normalization methods on machine learning 
success [22–25]. However, there is no study evaluating feature selection methods 
and normalization methods together. This study was carried out to examine the 
effect of normalization methods on feature selection methods and the increase in 
success for the IDS system. 

This study was carried out to examine the effect of normalization processes 
on feature selection and classification success in machine learning algorithms that 
can be used for IDS. 

This study is unique in terms of examining the classification success for IDS 
by evaluating feature selection and normalization methods together. 

In this study, while evaluating normalization methods and feature selection 
methods, selection was made based on the Scikit-Learn library. 
 
B. Method 

Kddcup99 data set was used in the study. This dataset has 41 features and 
approximately 494 thousand records in total. The dataset was coded according to 
whether there was an attack or not, and the text values were converted into 
numeric values. Of these records, 97278 shows non-attack records, and the 
remaining 396743 shows the 22 types of attacks mentioned. The imbalance 
situation in the dataset has been resolved with the “RandomUnderSampler” 
method in the Scikit-Learn library. Thus, it is ensured that there are classes with 
and without an equal number of attacks [14]. A total of five different datasets were 
created by recording the original form of the dataset and its scaled shapes with 
four different normalizations separately. Chi-square, Forward selection (FS), 
Backward Selection (BS) and Model-based (Logistic Regression-LR) feature 
selection methods were applied to each dataset and its success on the intrusion 
detection system was examined. Among the machine learning algorithms, K 
nearest neighbor (KNN), Artificial Neural Networks (MLP) and Random Forest 
(RF) algorithms were applied. The selected normalization methods and machine 
learning algorithms are preferred considering their availability in the Scikit-learn 
library [26]. 

The processes performed in the study are visualized in Figure 1. 



  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol. 11, No. 1, Ed. 2022 | page 16   

 
Figure 1. Process of Method. 

 
C. Findings 

Table 1. Original Data With KNN 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9992 0.9992 0.9992 0.9992 0.9992 
chi-square 6 0.9979 0.992 0.9965 0.9979 0.9979 
FS 5 0.9928 0.9969 0.9886 0.9927 0.9928 
BS 5 0.9884 0.9970 0.9818 0.9893 0.9894 
LR 5 0.9934 0.9975 0.9893 0.9934 0.9934 

 

Table 2. Original Data With MLP 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9953 0.9994 0.9912 0.9953 0.9953 
chi-square 6 0.9948 0.9971 0.9925 0.9948 0.9948 
FS 5 0.9921 0.9961 0.9881 0.9921 0.9921 
BS 5 0.9911 0.9988 0.9832 0.9910 0.9910 
LR 5 0.9932 0.9984 0.9878 0.9931 0.9931 

 

Table 3. Original Data With RF 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.991 0.9997 0.9822 0.9909 0.9910 
Chi-square 6 0.9890 1 0.9781 0.9889 0.9890 
FS 5 0.9860 0.9932 0.9790 0.9860 0.9861 
BS 5 0.9862 0.9931 0.9790 0.9860 0.9862 
LR 5 0.9867 0.9993 0.9743 0.9866 0.9868 
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When Table 1-3 data is examined, the highest success rate in the analysis 
made with the original datasets was found with the KNN algorithm with a rate of 
9992%. Although there was a serious decrease in the number of features, it was 
observed that there was no significant decrease in classification success. In feature 
selection algorithms, the closest value to the original dataset was found by the chi-
square feature selection method. 

Table 4. Original Data Features 

Method Features 
Chi-square 'duration', 'src_bytes', 'dst_bytes', 'count', 'srv_count', 'dst_host_count' 

FS 'wrong_fragment', 'hot', 'count', 'same_srv_rate', 'diff_srv_rate' 
BS ‘wrong_fragment‘,‘count‘,‘serror_rate‘,‘same_srv_rate‘,‘diff_srv_rate‘  
LR 'service', 'flag', 'count', 'srv_count', 'dst_host_srv_count' 

When the features selected in Table 4 are examined, it is seen that each 
method chooses different features. 

The results obtained when the min-max normalization method is applied to 
the dataset and then feature selection and classification is performed are given in 
Table 5-8. 

Table 5. Min-Max Data With KNN 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9989 0.9993 0.9984 0.9989 0.9989 
Chi-square 6 0.9933 0.9987 0.9880 0.9933 0.9933 
FS 5 0.9930 0.9977 0.9883 0.9930 0.9930 
BS 5 0.9921 0.9991 0.9850 0.9920 0.9920 
LR 15 0.9986 0.9989 0.9983 0.9986 0.9986 

Table 6. Minmax Data With MLP 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9987 0.9993 0.9981 0.9987 0.9987 
Chi-square 6 0.9894 0.9934 0.9856 0.9894 0.9894 
FS 5 0.9897 0.9977 0.9817 0.9896 0.9897 
BS 5 0.9907 0.9973 0.9841 0.9907 0.9907 
LR 15 0.9985 0.9985 0.9984 0.9985 0.9985 

Table 7.Minmax Data With RF 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9918 1 0.9837 0.9918 0.9918 
Chi-square 6 0.9847 0.9926 0.9767 0.9846 0.9847 
FS 5 0.9846 0.9916 0.9776 0.9846 0.9847 
BS 5 0.9863 0.9922 0.9803 0.9862 0.9863 
LR 15 0.9904 0.9995 0.9814 0.9904 0.9905 

When Table 5-7 is examined, the highest success was obtained with KNN 
with the data using the min-max normalization method. Although the number of 
features decreased drastically, the classification performance remained almost the 
same. 

Table 8.Minmax Data Features 

Method Features 
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Chi-
square 

'protocol_type', 'logged_in', 'count', 'srv_count', 'dst_host_same_src_port_rate', 
'dst_host_srv_serror_rate' 

FS 'wrong_fragment', 'hot', 'count', 'same_srv_rate', 'diff_srv_rate' 
BS ‘wrong_fragment‘,‘count‘,‘serror_rate‘,‘same_srv_rate‘,‘diff_srv_rate‘  

LR 

'protocol_type', 'flag', 'src_bytes', 'wrong_fragment', 'hot', 'is_guest_login', 'count', 
'srv_serror_rate', 'srv_rerror_rate', 'same_srv_rate', 'diff_srv_rate', 'dst_host_count', 
'dst_host_same_src_port_rate', 'dst_host_srv_diff_host_rate', 
 'dst_host_srv_serror_rate' 

When Table 8 is examined, it has been determined that different feature 
selection methods select different features. 

The results obtained when the Standard normalization method is applied to 
the dataset and then feature selection and classification is performed are given in 
Table 9-12. 

Table 9. Standart Scaler Data With KNN 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9991 0.9992 0.9990 0.9991 0.9991 
Chi-square 6      
FS 5 0.9938 0.9975 0.9898 0.9937 0.9937 
BS 5 0.9909 0.9989 0.9829 0.9908 0.9909 
LR 15 0.9987 0.9992 0.9982 0.9987 0.9987 

 

Table 10. Standart Scaler Data With MLP 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9987 0.9987 0.9988 0.9987 0.9987 
Chi-square 6      
FS 5 0.9922 0.9948 0.9893 0.9921 0.9921 
BS 5 0.9910 0.9990 0.9830 0.9909 0.9910 
LR 15 0.9982 0.9989 0.9975 0.9982 0.9982 

Table 11. Standart Scaler Data With RF 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9907 0.9998 0.9815 0.9906 0.9907 
Chi-square 6      
FS 5 0.9853 0.9928 0.9775 0.9851 0.9853 
BS 5 0.9865 0.9937 0.9793 0.9864 0.9865 
LR 15 0.9906 0.9972 0.9839 0.9905 0.9906 

When Table 9-11 is examined, it is seen that the highest classification success 
is obtained with KNN and although there is a serious decrease in the number of 
features, the classification success has not changed much. 

Table 12. Standart Scaler Data Features 

Method Features 
Chi-square  
FS 'wrong_fragment', 'hot', 'count', 'same_srv_rate', 'diff_srv_rate' 
BS ‘wrong_fragment‘,‘count‘,‘serror_rate‘,‘same_srv_rate‘,‘diff_srv_rate‘  
LR 'protocol_type', 'wrong_fragment', 'hot', 'logged_in', 'lnum_compromised', 

'lnum_root', 'is_guest_login', 'count', 'srv_serror_rate', 'srv_rerror_rate', 
'same_srv_rate', 'dst_host_count', 'dst_host_srv_count', 'dst_host_same_src_port_rate', 
'dst_host_srv_serror_rate' 
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According to Table 12, different feature selection methods included different 
features in the model. 

The results obtained when the Robust normalization method is applied to the 
dataset and then feature selection and classification is performed are given in 
Table 13-15. 

Table 13. Robust Scaler Data With KNN 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9987 0.9988 0.9985 0.9987 0.9987 
Chi-square 6      
FS 5 0.9937 0.9978 0.9895 0.9936 0.9937 
BS 5 0.9914 0.9988 0.9841 0.9914 0.9914 
LR 8 0.9964 0.9982 0.9947 0.9964 0.9964 

Table 14. Robust Scaler Data With MLP 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9989 0.9993 0.9985 0.9989 0.9989 
Chi-square 6      
FS 5 0.9936 0.9990 0.9880 0.9935 0.9935 
BS 5 0.9914 0.9989 0.9840 0.9914 0.9914 
LR 8 0.9951 0.9987 0.9916 0.9951 0.9951 

Table 15. Robust Scaler Data With RF 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9911 0.9994 0.9822 0.9909 0.9910 
Chi-square 6      
FS 5 0.9848 0.9923 0.9770 0.9846 0.9848 
BS 5 0.9861 0.9934 0.9788 0.9861 0.9861 
LR 8 0.9881 0.9992 0.9769 0.9880 0.9881 

When Table 13-15 is examined, it is seen that the highest classification 
success is obtained with MLP, unlike other methods, and although there is a 
significant decrease in the number of features, the classification success has not 
changed much. 

Table 16. Robust Scaler Data Features 

Method Features 
Chi-square  
FS 'wrong_fragment', 'hot', 'count', 'same_srv_rate', 'diff_srv_rate' 
BS ‘wrong_fragment‘,‘count‘,‘serror_rate‘,‘same_srv_rate‘,‘diff_srv_rate‘  
LR 'protocol_type', 'service', 'flag', 'logged_in', 'count', 'srv_count', 'dst_host_count', 

'dst_host_same_src_port_rate' 

According to Table 16, different feature selection methods included different 
features in the model. 

The results obtained when Maxabs normalization method is applied to the 
dataset and then feature selection and classification is performed are given in 
Table 17-19. 

 

Table 17. Maxabs Scaler Data With KNN 
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Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9992 0.9995 0.9990 0.9992 0.9992 
Chi-square 6 0,9987 0.9991 0.9983 0.9987 0.9987 
FS 5 0.9932 0.9968 0.9895 0.9931 0.9932 
BS 5 0.9911 0.9990 0.9832 0.9910 0.9911 
LR 15 0.9988 0.9992 0.9983 0.9988 0.9988 

Table 18. Maxabs Scaler Data With MLP 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9949 0.9993 0.9903 0.9948 0.9948 
Chi-square 6 0.9936 0.9988 0.9884 0.9936 0.9936 
FS 5 0.9931 0.9973 0.9890 0.9931 0.9931 
BS 5 0.9911 0.9991 0.9832 0.9911 0.9911 
LR 15 0.9976 0.9991 0.9961 0.9976 0.9976 

Table 19. Maxabs Scaler Data With RF 

Method FC ACC PRE RECALL F1 AUC 
-- 41 0.9907 0.9994 0.9814 0.9906 0.9907 
Chi-square 6 0.9890 0.9999 0.9780 0.9888 0.9890 
FS 5 0.9860 0.9924 0.9795 0.9859 0.9860 
BS 5 0.9856 0.9928 0.9785 0.9856 0.9856 
LR 15 0.9906 0.9996 0.9815 0.9905 0.9906 

When Table 17-19 is examined, it is seen that the highest classification 
success is obtained with KNN and although there is a serious decrease in the 
number of features, the classification success has not changed much. 

Table 20. Maxabs Scaler Data Features 

Method Features 
Chi-square 'duration', 'src_bytes', 'dst_bytes', 'count', 'srv_count',  'dst_host_count' 
FS 'wrong_fragment', 'hot', 'count', 'same_srv_rate', 'diff_srv_rate' 
BS ‘wrong_fragment‘,‘count‘,‘serror_rate‘,‘same_srv_rate‘,‘diff_srv_rate‘  
LR 'protocol_type', 'flag', 'src_bytes', 'wrong_fragment', 'hot', 'is_guest_login', 'count', 

'srv_serror_rate', 'srv_rerror_rate', 'same_srv_rate', 'diff_srv_rate', 'dst_host_count', 
'dst_host_same_src_port_rate', 'dst_host_srv_diff_host_rate', 
 'dst_host_srv_serror_rate' 

 
D. Discussion 

Data preprocessing steps and feature selection methods are important 
processing steps on data in the field of machine learning. The fact that there are 
different normlization methods and feature selection methods requires knowing 
which of these methods should be used. Although many studies have investigated 
the effect of different feature selection and normalization methods on classification 
success, it is unclear in the literature how the results will change when these two 
stages are evaluated together. This study was carried out with the aim of 
answering this question. In order to investigate this situation, studies have been 
carried out on intrusion detection systems, which is an important field of study in 
computer science. Because it is very important to detect the attacks that can be 
made on the systems at a high rate and quickly if there are no similar attacks 
before. In this context, five different datasets were created using different 
normalization and feature selection methods on the Kddcup99 dataset, and 
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success criteria were calculated by applying KNN, MLP and RF algorithms to each 
dataset. 

As a result of the study, chi-square, FS and BS methods selected the same 
number of features in both the original dataset and the normalized dataset, but by 
choosing different features, they achieved similar classification success. Despite 
choosing different features, the similar classification successes show that these 
methods can detect features well. In the literature, there are studies in which 
different learning achievements were obtained by using different attributes. 
Reference [10] achieved a success rate of 94.7% with 10 features with the pigeon 
inspired optimizer feature selection method. Reference [11] reached a success rate 
of 96.6% for a multi-class problem situation with a model called multilevel semi-
supervised ML (MSML) that he proposed. Reference [12] achieved a success rate of 
99.9% for the Kddcup99 dataset in his study where he proposed two-stage hybrid 
methodology. Reference [13] achieved an overall success rate of 96.9% on the 
Kddcup99 dataset with the feature selection method based on the CART algorithm. 

In addition, in the model-based feature selection method, it is seen that 
different numbers and different features are selected in different normalization 
methods. 5 features were selected in the original dataset, 8 features in the robust 
normalization dataset, and 15 features in the standard, min-max and robust 
normalization methods. It has been determined that these features show almost 
the same classification success when compared with the original dataset. In other 
words, even if the model uses 5, 8 or 15 features instead of 41 features, it can make 
almost the same classification. This will ensure that artificial intelligence models to 
be established for intrusion detection systems will be advantageous in terms of 
speed and performance. 
 
E. Conclusion 

In this study, the effects of different feature selection and normalization 
methods for intrusion detection systems on classification were examined together. 
The results show that instead of using too many features for IDS, similar 
classification success can be achieved with fewer features and attacks can be 
detected quickly and effectively. 
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