An Approach for Early Heart Attack Prediction Systems Using K-Means Clustering and Cosine Similarity
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Abstract
In this study, we used cosine similarity and k-means clustering to construct a system to predict heart attacks. In order to divide patient data into groups with distinct clinical profiles based on their clinical characteristics, the k-means clustering approach is used. The new patient profiles were also contrasted with predetermined risk group profiles using the cosine similarity method. Heart attack high-risk patients are those with a profile that resembles that of the high-risk category. This suggested prediction system offers numerous benefits and contributions. First, the technique helps identify individuals who are at high risk of having a heart attack, allowing for prompt intervention and treatment. Second, the technology aids in lowering the mortality and effects of a heart attack by foreseeing the possibility of one in high-risk patients. Combining the k-means clustering method and cosine similarity, this system can predict heart attacks with an accuracy and dependability of 93.71%. In order to aid medical practitioners in making wise decisions and enhancing patient care, this research offers fresh perspectives on how to understand and manage heart attacks.
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A. Introduction

A heart attack is a life-threatening condition that often cannot be predicted with accuracy. In an effort to prevent heart attacks and reduce the death rate caused by this condition, early analysis and prediction are very important [1]. By identifying risk factors and classifying individuals into appropriate risk groups, we can take appropriate preventive measures and provide the necessary treatment more effectively. Early detection and prediction of heart attacks are very important in preventing and treating this disease [2][3]. So, we need a system that can handle predicting this disease as a quick treatment effort.

Machine learning advancements in recent years have created new prospects for identifying risk variables and very accurate heart attack prediction [4]. Several studies that have tested using machine learning techniques to predict heart disease have yielded good results. The use of the classification method with random forest can be applied to the prediction of heart disease and gives good results of 83% [5]. Other research tries to compare various machine learning techniques and obtains the highest accuracy of 87.28% by applying the multilayer perceptron method [6]. In addition, a simple method using k-NN can also be applied and gives accurate results of 86.89% [7]. Based on the research that has been done, machine learning techniques can be used to predict heart disease with good accuracy.

Rapid diagnosis, early treatment, and ongoing monitoring are necessary for patients with heart disease. Numerous methods have been employed in the detection and prognosis of cardiac disease in order to address these needs [8]. The aim of this research is to develop a system for analysing and predicting heart attacks. The approaches used in this study are k-means clustering and cosine similarity methods. Combining methods can be used to group them and provide more accurate prediction results than using only one method. Research combining the k-means clustering method with neural networks provides more accuracy than using conventional methods, such as kNN and Naïve Bayes [9]. In this study, the k-means clustering method will be used to group individuals based on relevant clinical features, while cosine similarity will be used to compare individual profiles with predetermined risk group profiles. Through this approach, we can identify patterns and similarities among individuals at high risk of heart attack.

The methodology in this study is divided into several stages to be able to produce a good prediction system. First, relevant clinical data such as age, sex, medical history, and other risk factors will be collected. Furthermore, the k-means clustering method will be applied to classify the results of previous patient examinations into several groups based on their clinical characteristics. Then, using cosine similarity, the results of each new patient's examination will be compared with the predetermined risk group profile obtained from the k-means clustering method. Based on the results of this comparison, these new patients can be classified into the appropriate risk groups.

The heart attack prediction and analysis system proposed in this study is expected to provide several contributions and benefits. First, by identifying high-risk groups, we can provide heart disease patients with more intensive attention and more effective care. Second, by predicting the potential for heart attack in high-risk patients, we can take the necessary precautions to reduce the likelihood
of a heart attack occurring. Third, by using k-means clustering and cosine similarity methods, we can explore patterns and relationships that may not be seen directly and can provide new insights in understanding and treatment for predicting heart disease. Thus, it is hoped that this research will make a valuable contribution to efforts to prevent and treat heart attacks more effectively.

B. Research Method
The methodology for developing the heart attack analysis and prediction system using the proposed method can be seen in Figure 1 below.
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**Figure 1. The proposed method to predict heart disease**

The explanation of each step carried out in this study can be described as follows:

1. **Formulation of the Problem**
Heart disease has many risk factors and variables that are complexly interrelated. In understanding the relationship between these factors, a model is made that can be applied to the analysis and prediction of heart disease. Various methods of analysis, such as clustering or prediction algorithms, have their own advantages and disadvantages. The selection of the right method for effectively combining several parameters becomes important. The results of the analysis and
predictions can provide the right intervention, which can be a challenge in the development of the system.

2. Need Analysis
   In developing a heart disease prediction system using the k-means clustering and cosine similarity methods, there are several system requirements that need to be considered, namely:
   1. Complete clinical data: Access to complete and structured clinical data about the patient is required, including medical history, diagnostic test results, risk factors, symptoms, and other relevant information. This data should include groups of patients who had a heart attack and patients without a heart attack.
   2. Selection of relevant features: Appropriate selection of features is very important in predicting heart disease. Features such as age, sex, blood pressure, cholesterol level, and other risk factors must be carefully selected to include those that have the most influence on the prediction of a heart attack.
   3. Implementation of the k-means clustering algorithm: A good understanding and implementation of the k-means clustering algorithm are required. Steps such as initial centroid initialization, selecting the optimal number of clusters, and iterative convergence must be considered to obtain good clustering results.
   4. Formation of risk group clusters: It is necessary to establish risk group clusters that reflect the characteristics of patients with a high risk of heart attack. This process involves an in-depth analysis of the clinical data of patients with heart attacks and the identification of significant risk factors that can form the basis of risk group profiles.
   5. Development of the cosine similarity method: The cosine similarity method is used to compare the similarity between new patient profiles and risk group profiles to obtain a decision as a result of detection.
   6. Model Evaluation: Evaluate the model used to obtain performance results such as the accuracy of heart disease prediction.

The proposed method can be used to construct a heart disease prediction system by satisfying these requirements. This approach can help with heart disease prevention, management, and better treatment decision-making.

3. Data Collection
   The data used in this study were obtained from the Kaggle dataset. Age, gender, blood pressure, cholesterol levels, smoking history, family history of diabetes, family history of heart disease, and other risk factors could all be included in this data. The study and forecasting of heart attacks will be based on this data, with a total of 302 patients. Table 1 below provides a description of the dataset that was used.

<table>
<thead>
<tr>
<th>Name of Parameters</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age in years</td>
<td>20-80</td>
</tr>
<tr>
<td>Gender</td>
<td>Male/Female</td>
<td>Male</td>
</tr>
<tr>
<td>Blood Pressure</td>
<td>mm Hg</td>
<td>100-200</td>
</tr>
<tr>
<td>Cholesterol Levels</td>
<td>mg/dL</td>
<td>150-200</td>
</tr>
<tr>
<td>Smoking History</td>
<td>Yes/No</td>
<td>Yes</td>
</tr>
<tr>
<td>Family History of Diabetes</td>
<td></td>
<td>Diabetic</td>
</tr>
<tr>
<td>Family History of Heart Disease</td>
<td></td>
<td>Has Attack</td>
</tr>
<tr>
<td>Other Risk Factors</td>
<td>Yes/No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The study and forecasting of heart attacks will be based on this data, with a total of 302 patients. Table 1 below provides a description of the dataset that was used.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age of the patient</td>
<td>29 - 77</td>
</tr>
<tr>
<td>Sex</td>
<td>Sex of the patient</td>
<td>1: Male; 0: Female</td>
</tr>
<tr>
<td>exang</td>
<td>Exercise induced angina</td>
<td>1: Yes; 0: No</td>
</tr>
<tr>
<td>ca</td>
<td>Number of major vessels</td>
<td>0-3</td>
</tr>
<tr>
<td>cp</td>
<td>Chest Pain type</td>
<td>1: typical angina; 2: atypical angina; 3: non-anginal pain; 4: asymptomatic</td>
</tr>
<tr>
<td>trtbps</td>
<td>Resting blood pressure (in mm Hg)</td>
<td>94 – 200</td>
</tr>
<tr>
<td>chol</td>
<td>Cholesterol in mg/dl fetched via BMI sensor</td>
<td>126 – 564</td>
</tr>
<tr>
<td>fbs</td>
<td>Fasting blood sugar &gt; 120 mg/dl</td>
<td>1: True; 0: False</td>
</tr>
<tr>
<td>rest_ecg</td>
<td>Resting electrocardiographic results</td>
<td>0: normal; 1: having ST-T wave abnormality (T wave inversions and/or ST elevation or depression of &gt; 0.05 mV); 2: showing probable or definite left ventricular hypertrophy by Estes' criteria</td>
</tr>
<tr>
<td>thalach</td>
<td>Maximum heart rate achieved</td>
<td>71 – 202</td>
</tr>
<tr>
<td>target</td>
<td>Chance of heart attack</td>
<td>0: less chance of heart attack; 1: more chance of heart attack</td>
</tr>
</tbody>
</table>

4. System Planning

a. Use Case Diagram

In this study, use case diagrams are utilised to show how the system is used by the administrator. Figure 2 below shows a few of the administrator’s general activities.

![Use Case Diagram]

**Figure 2. Use Case Diagram to Predict Heart Disease**

b. Activity Diagram

An activity diagram is one type of diagram that is used to describe the flow or sequence of activities in a process. In a heart disease prediction system, activity
diagrams can be used to describe the steps or activities involved in the heart disease prediction process. The activity diagram in this study can be described in Figure 3 below.

![Activity Diagram](image)

**Figure 3. Activity Diagram to Predict Heart Disease**

c. Entity Relationship Diagram

ERD is a type of diagram that is used to describe the relationship between entities in the database as well as important sub-tasks in the extraction of the required information [10]. In a heart disease prediction system, several main entities in ERD will be related. The database schema for a heart disease detection system can be seen in Figure 4 below.
5. System Build

System development in this study uses website programming languages, such as: PHP and MySQL. The interface that is applied to the system uses a Bootstrap display so that the system attracts the user’s attention and the data management process can be carried out properly. After developing the system display, the process continues with the development of machine learning methods to predict heart disease. The explanation of the method used is as follows:

a. K-Means Clustering

The k-means clustering method will be used to group patients on training data based on relevant clinical characteristics [11]. The k-means clustering process can be described in the following steps:

- Initialization: Determination of the number of data groups and the initial group center chosen randomly. In this study, the groups were divided into two groups: those who had a heart attack and those who did not.
- Clustering process (initial cluster center): Each patient will be assigned to a group based on the Euclidean distance between their clinical features and the nearest cluster center. The shortest distance is the data group that will be selected using equation 1 below [12].

\[ d = ||p(x,y) - ck|| \]

Where: k is the number of data clusters, d is a measure of how closely the data resemble the Euclidean equation, \( p(x,y) \) is a data feature, and \( ck \) is the centroid (cluster center) of the data.

- Cluster Center Update: The new cluster center will be calculated based on the average of the clinical features of the patients in the same group. The calculation of the new cluster center can be seen in equation 2 below [12].
Where: k is the number of data clusters, p(x,y) is the data feature, and ck is the data centroid (cluster center).

Iteration: The clustering center clustering and updating steps will be repeated until there is no significant change in the clustering. The end result of this process is the final cluster center, which is used as the main data for the process of detecting heart disease.

b. Cosine Similarity

After the clustering is done, the final cluster center will be generated for the data matching process. Then, each new patient data examination result will be compared with the center of the cluster using the cosine similarity method. This method involves a comparison of the clinical features of patients with cluster centers to identify similarities and potential risks of heart attack. The use of this method will produce the highest similarity value of 1 and the lowest similarity of 0 [13]. The result of calculating the maximum similarity between the two cluster centers is the result of heart disease detection. Obtaining similarity using the cosine similarity method can be seen in equation 3 below [14].

\[
\text{Cos} \, \theta = \frac{a \cdot b}{\|a\| \cdot \|b\|} = \frac{\sum_{i=1}^{n} a_i b_i}{\sqrt{\sum_{i=1}^{n} a_i^2} \sqrt{\sum_{i=1}^{n} b_i^2}}
\]  

(3)

where a and b are the features being compared, and Cos \( \theta \) is a measure of how comparable the characteristics are (values in the range of 0-1).

6. System Implementation Testing

In an effort to improve system performance, black box testing is used to test systems. All system features are tested to check if they operate correctly and in accordance with the previously completed design. It is clear from the results of the tests conducted on all features that the system functions effectively and produces reliable results.

7. Evaluation Method

The evaluation used in this study is a test conducted to obtain performance in the form of accuracy for the proposed method for predicting heart disease. Accuracy is an important parameter in measuring the performance of methods that are widely applied as support systems. Measuring the accuracy of the method proposed in this study can be done using equation 4 below [13].

\[
\text{Accuracy} \, (\%) = \frac{\text{The numbers of true data}}{\text{All numbers of data}}
\]  

(4)

C. Result and Discussion

1. Application Testing for System Prediction
   a. Log in to the system
Before users as a whole use the heart disease prediction system, it is crucial to test the system on the login display to make sure it works properly and is trustworthy. Prior to the system’s introduction into a production environment or use by end users, this system testing aims to find and fix any potential issues or errors. The login system display can be seen in Figure 5 below.

![Login Display for the Heart Disease Prediction System](image)

**Figure 5. Login Display for the Heart Disease Prediction System**

In this login view, functional testing will be carried out, which aims to ensure that all elements of the login view function properly, including the input fields for username, password, and login button. In addition, the system will provide proper verification and response when the user enters valid or invalid login information. The application created provides valid results and can respond to the user when entering the username and password provided.

b. Fill in the training data

Testing the system on the training data entry display for a heart disease prediction system is a critical process to ensure that the training data entered into the system is valid, of high quality, and can produce an accurate predictive model. This test focuses on how the user fills in the training data and how the system processes and validates the data before it is used to train a heart disease prediction model. The login system display can be seen in Figure 6 below.
In this view, testing will be carried out by ensuring the system can validate the data entered by the user correctly. In addition, the system will verify whether the user has filled in all the required data attributes in the correct format. The system will display an error message if the user fills in data in an invalid format or if an attribute is missing. The application created provides valid results and can respond to the user when entering the training data provided.

c. Fill in the new data patient and inspection result

Testing the system on the patient data entry display for the heart disease prediction system is an important step in ensuring that the data entered into the system is accurate, complete, and in accordance with the prediction model requirements. This test aims to verify that the patient data entry display functions properly and can receive relevant data to train and run a heart disease prediction model. The display of patient data entry in the system can be seen in Figure 7 below.

After filling in the patient’s data, the next step is to fill in the data from the patient’s examination results for needs and to determine whether or not you have heart disease. The display for checking data entry can be seen in Figure 8 below.
The two displays in Figures 7 and 8 will be tested for validation to see if the system can validate the data entered by the user correctly. In addition, it will provide verification of whether the system recognises and addresses invalid or out-of-reach values for each attribute, such as patient age, blood pressure, cholesterol level, etc. The application created provides valid results and can respond to the user when entering patient data and the examination results provided.

d. Carry out the diagnosis process

Testing the system on the display of prediction results for a heart disease prediction system is very important to ensure that the results displayed to users are accurate, informative, and easy to understand. The diagnosis result display is an interface that serves as the output of a heart disease prediction model, and testing on this view is intended to verify that the system provides consistent, relevant, and reliable results. The display of system test results can be seen in Figure 9 below.

![Figure 9. Carry out the prediction process](image-url)
The outcomes of the prediction, which were acquired from the machine learning model utilised, will be tested and displayed in this view. It will also be checked to see if the prediction accurately reflects the patient’s health situation, such as whether or not the patient has been given a heart disease diagnosis. The developed application offers reliable results, can reply to the user during the diagnosis process, and presents results that are reasonably correct.

2. Evaluation System Testing Accuracy

The purpose of this evaluation is to see how well the model can distinguish between patients with and without cardiac disease. Two approaches—the conventional k-means clustering approach and the suggested approach—will be tried in this study to see which yields the best accuracy results. Figure 10 below shows the heart disease prediction outcomes using the usual k-means clustering technique.

![Graph showing heart disease prediction outcomes.](image)

**Figure 10.** The results of the accuracy of the heart disease detection system with k-means clustering

The prediction results for heart disease obtained in Figure 10 are 91.06%. These results are quite good at predicting heart disease. However, some disadvantages of using the usual k-means clustering method are that it depends on the Euclidean distance. K-means clustering uses Euclidean distance to measure the closeness between the data and the cluster center. Although this metric is commonly used, the Euclidean distance does not always describe the relationship between data well in the case of complex multidimensional data or data with non-linear spatial features. So this study adds the cosine method to classifying patient data. The grouping results obtained using the proposed method can be seen in Figure 11 below.
The prediction results for heart disease obtained in Figure 11 are 93.71%. These results obtained a fairly good increase in accuracy of 2.65%. The k-means clustering and cosine similarity methods are techniques that can be used in heart disease prediction systems to group patient data into similar groups or to measure the similarity between patient data based on relevant attributes.

In contrast to the k-means clustering approach, which divides patient data into k groups (clusters) based on attribute similarity, the cosine similarity method uses the direction and angle of the vector between two patient data sets to determine how similar they are. The effectiveness of cardiac disease prediction systems can be increased by combining the two techniques or using them independently. Using k-means clustering, for instance, we can classify patient data into groups according to particular characteristics, and then cosine similarity can be used to assess how similar the patient data are within each group. As a result, we can find similar patients with similar symptoms, which can help with further diagnosis and therapy.

The simplicity of deployment and speedy grouping of patient data are benefits of employing k-means clustering. In situations where the magnitude of the characteristic is unimportant but the direction is crucial, the advantage of employing cosine similarity is the ability to assess similarity based on the direction of the vector. The combination of these two approaches can offer a greater knowledge of the patterns and similarities among patient data, which can help with heart disease diagnosis, treatment, and overall understanding.

In heart disease prediction systems, the k-means clustering and cosine similarity approaches can be applied jointly or independently based on the previous justification. The outcomes of these two approaches can help medical practitioners uncover pertinent health trends and support them in choosing the best course of action for their patients. Additionally, putting the system to the test and validating it using these two techniques will give us a better understanding of how well the system predicts cardiac disease as a whole.

**D. Conclusion**

The k-means clustering and cosine similarity methods can be useful tools in heart disease prediction systems to provide insight into patient health patterns and look for similarities between patients with an accuracy of 93.71%. The
integration of these two methods can improve predictive performance and provide health professionals with more complete information for better diagnosis and treatment.
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