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Abstract
Fraudulent transactions caused mainly by high level bugs in PT XYZ’s production environment have caused significant financial losses for the company. Such issues were attributed to subpar DevOps practices in PT XYZ. Based on the given problem, this research evaluates DevOps practices in PT XYZ based on Bucena’s maturity model and proposes recommendations for improvement. This study collects data using interviews with four key figures in PT XYZ’s software development team and processed using the thematic analysis method in conjunction with magnitude coding. The results showed that PT XYZ’s primary weaknesses in implementing DevOps practices fall mostly within Technology and Process domains. From these findings, a roadmap is designed for a timeframe of 12 months, which consists of 9 primary objectives to fulfill to increase overall DevOps maturity level at PT XYZ up to the Defined level.
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A. Introduction

Online payments have become a ubiquitous, commonly used means of transaction internationally [1], [2]. As they become more widespread in use, issues that happen in the process of doing online transactions also become a matter of greater importance. Such issues can include fraud, defined as transactions that are not expected to occur by the payment provider and involve movement of funds that result in financial losses for the payment provider [3]. Fraud in this context is part of a greater breadth of cybersecurity issues that all digital service providers face today [4], and it is estimated that international fraudulent online transactions have led to a cumulative loss of USD 35 billion for digital service providers [3]. Fraud may take multiple forms, such as data falsification [5], voice phishing [6], and bug exploits that lead to illegal transactions [7]. In particular, fraudulent transactions that occur from exploiting bugs often stem from malicious internal actors with advance knowledge of the bug [7].

The resilience of an online service against cybersecurity threats correlates to its development cycle time and operational scale, especially if the service’s development time is highly accelerated as with most implementations of DevOps practices [8]. DevOps, in this context, is defined as a methodology for software development that focuses on continuous integration and continuous deployment to reduce development time and provide a faster product release [9]. However, in prioritizing development speed, DevOps practitioners commonly undermine good security practices and implementations, among which includes poorly written code that results in security exploits [7].

Given the above, the premise of this paper is a case study into the implementation of DevOps, and evaluation thereof, in an enterprise environment, using PT XYZ as a model organization. PT XYZ is an Indonesian IT company specializing in distribution of digital products and aggregation of payment-point-online-banking (PPOB) services. PT XYZ primarily conducts business-to-business (B2B) transactions, with a clientele consisting primarily of other companies that operate sales of digital products. PT XYZ’s internal operational evaluation system includes a set of key performance indicators (KPI), which includes a parameter for fraud frequency and its financial impact the company. PT XYZ’s fraud frequency KPI evaluation for the first semester of 2023 outputted a result of 1.5 out of 5, defined as “documented case(s) of fraudulent transactions with a cumulative financial loss of more than IDR 250 million”. These fraudulent transactions affect not only PT XYZ itself, but also PT XYZ’s partner companies. Beyond the financial repercussions, fraudulent transactions would also lower PT XYZ’s trustworthiness with its partner companies. Therefore, it is important that PT XYZ takes steps to find a long-term solution to this problem.
Table 1. Production bugs report for Q1-Q2 2023 from PT XYZ

<table>
<thead>
<tr>
<th>System ID</th>
<th>Number of reported bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low level</td>
</tr>
<tr>
<td>System A</td>
<td>-</td>
</tr>
<tr>
<td>System B</td>
<td>-</td>
</tr>
<tr>
<td>System C</td>
<td>3</td>
</tr>
<tr>
<td>System D</td>
<td>3</td>
</tr>
<tr>
<td>System E</td>
<td>6</td>
</tr>
<tr>
<td>System F</td>
<td>-</td>
</tr>
<tr>
<td>System G</td>
<td>2</td>
</tr>
<tr>
<td>System H</td>
<td>5</td>
</tr>
<tr>
<td>System I</td>
<td>-</td>
</tr>
</tbody>
</table>

Based on information gathered from interviews with the company’s senior management, the main root cause of fraudulent transactions happening within PT XYZ’s systems is system vulnerabilities and exploits caused by high-level bugs in the production environment (see Fig. 1). The issue of a company suffering losses due to faults in the development and operation of a software service has had precedent in prior literature [10]. [10] describes a case study intended to devise an improvement plan that address identified flaws in both the development and operational aspects of the case study’s object of research. Both aspects fall within the scope of DevOps theory and practices [7], [8]. Further research by [11] states that properly implemented DevOps practices can serve as a way for a company to rectify issues with their software service products, in terms of both operations and development maintenance.

Past studies have covered more generalized topics in a corporate software development environment [10]. As such, DevOps is selected as the main perspective through which this case study will be conducted, with the novelty of a qualitative model-based approach contrasting with quantitative [12] or experimental [13] approaches to studying DevOps. There are two research questions posed by this case study:

1. What is the current state of DevOps implementation in PT XYZ?
2. Based on its current state of DevOps implementation, how can PT XYZ improve its current state of DevOps implementation to mitigate future issues?

The output of this case study is a viable roadmap for the implementation of DevOps in PT XYZ.

B. Literature Review
This section discusses the theoretical basis for this case study, which consists of DevOps and its practices, DevOps maturity models, as well as prior academic work.

1. DevOps overview
[14] defines DevOps as an approach to software engineering in which developers and operational staff work together, communicating closely and
collaboratively working with each other to benefit from an accelerated development cycle and rapid releases. [15] states that even though DevOps as a concept has been variously defined by academicians and IT practitioners alike, a common thread among these definitions is an interlinked presence between developers and operational staff. The concept of DevOps was created as a proposed evolution of the agile software engineering methodology, which itself initially aims to enable greater adaptability of developers in the face of ever-changing needs of the consumer [16], [17].

The implementation of DevOps can serve as a method of improving software engineering processes, as described in [10]. [18], expresses a similar sentiment, finding a link between DevOps and software development output quality. In addition, DevOps implementation and its effect on the quality of the software production process have been studied from several perspectives by previous research. For example, [19] focuses on the quality of code testing, [10] focuses on the process of product development, and [20] focuses on the business performance of companies whose product development processes integrate DevOps practices.

2. DevOps concepts and practices

The implementation of DevOps consists of four core concepts: culture, automation, measurement, and sharing. These four principles can be abbreviated as CAMS. [20], [21]. The first concept, culture, refers to the establishment of collaboration and cooperation between staff members and teams, intended to replace the "closed box" nature of a company’s standard work habits with those that favor open communication [16], [22]. As culture change in a company cannot be enforced overnight, the rate at which a company’s work culture transitions to this practice generally depends on its size and number of employees [14]. The second concept, automation, describes a general push towards automation of software development processes [14], [16]. At its core, automation in DevOps is driven by continuous integration/continuous delivery (CI/CD), defined as a sustained and automated approach to changing, merging, and deploying code supported by certain tools [14]. The purpose of applying this principle is to minimize the manual handover of builds and releases from the development team to the operational team, which can otherwise slow down the software product development cycle. The third aspect, measurement, refers to the establishment of continual and simultaneous monitoring of development teams and operational teams under a shared, quantifiable key metric [16]. [10] in their research discusses various parameters that can serve as benchmarks for software process improvement (SPI), and notes that implementing DevOps may serve as a viable method of fulfilling said benchmarks. The fourth and final concept, sharing, describes the activity of disseminating information and knowledge between teams. The application of concept is meant to prevent siloing, defined as the restriction of important information so that only one team in the entire organization knows it [23].

There are several practices that underlie the implementation of DevOps on the development side. Previous research ([22], [24]–[28]) generally mention the following as examples of DevOps practices:

1. Agile
2. Continuous Integration and Continuous Delivery (CI/CD)
3. Microservices
4. Infrastructure as Code (IAC)

Agile is a software development methodology that emphasize rapid and iterative product releases in order to get feedback from the product’s consumers as soon as possible [25]. [24] proposes four main values that serve to direct Agile practices, namely prioritizing individuals, and interpersonal interactions instead of tools and abstract processes, focusing on releasing adequate code builds rather than aiming for complete documentation, doing more frequent collaboration with consumers rather than formal contract negotiations, and putting more weight in rapid response to change as opposed to strictly following a workplan.

Continuous Integration and Continuous Delivery (CI/CD) is a set of work processes and applications/tools to automate code changes and releases to a production environment [24], [26]. CI/CD implementation as part of DevOps implementation requires several tools including but not limited to [27]: version control software supported by server/cloud version control service providers (e.g. GitHub or Bitbucket), source code builders (e.g. Ant and Gradle), and software testing tools (e.g. JUnit and Selenium).

Microservices are applications that are placed in their own virtual environment (container) with predefined computational resource allocation and execution parameters [22]. [25] states that microservices can be developed independently and used alone or developed together as part of a group of other applications. Infrastructure as Code (IAC) is a design concept in which software infrastructure management is controlled through direct programming [25]. IAC is based on a foundation of application infrastructure that can be configured through application programming interfaces (APIs) [13].

3. Related work

Based on previous academic literature, five papers were selected to be analyzed based on their similarities to this research, as follows:

<table>
<thead>
<tr>
<th>Code</th>
<th>Author</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>Mäkinen et al. [12]</td>
<td>“Revisiting Continuous Deployment Maturity: A Two-Year Perspective”</td>
</tr>
<tr>
<td>R3</td>
<td>Marnewick &amp; Langerman [29]</td>
<td>“DevOps and Organizational Performance: The Fallacy of Chasing Maturity”</td>
</tr>
<tr>
<td>R4</td>
<td>Souza et al. [13]</td>
<td>“Infrastructure as Code as a Foundational Technique for Increasing the DevOps Maturity Level: Two Case Studies”</td>
</tr>
<tr>
<td>R5</td>
<td>Rafi et al. [30]</td>
<td>“Readiness model for DevOps implementation in software organizations”</td>
</tr>
</tbody>
</table>

R1 [10] is a case study of an Indonesian software development company with a stated research objective of determining software development process maturity.
level in the company and designing long-term improvement suggestions. This case study takes a qualitative approach through gap analysis and root cause analysis to determine the state of software development processes, using ISO 29110 as a guideline for evaluation. The results of this case study show that there are 18 aspects in which the company must improve upon to satisfy ISO 29110 standards.

R2 [12] is a case study of Solita Ltd., a Finnish software development company with a stated research objective of determining the specific maturity level of the company's continuous development processes. This case study takes a quantitative approach based on Solita Test, a bespoke maturity model, and uses a questionnaire to collect data over the course of 2 years. The results of this study show that Solita Ltd.'s continuous development maturity level with regards to build and deployment improved over the study's time span, yet test automation and quality remain the same.

R3 [29] is a case study of a South African national bank with a stated research objective of determining the impact of implementing DevOps based on a specific DevOps maturity model towards the company's organizational performance. This case study takes a qualitative approach, analyzing the company's performance based on reports by consulting firms as well as internal company data. The results of this study show that on its own, the use of a DevOps maturity model does not increase organizational performance, and that it must be used in conjunction with various other interventions and strategies.

R4 [13] is a case study of two companies in the United States; one is a telecommunications company, and the other a medical service provider. This research has a stated research objective of analyzing the effects of implementing IAC on the maturity level of DevOps in each company. This case study is an experiment in which for each company studied, an application was built using IAC design principles. After the applications were released, each company's DevOps maturity model was examined using Bucena's maturity model as the guideline. The results of this study show that IAC-based applications confer a positive effect on DevOps maturity levels, specifically with regards to the Technology domain.

R5 [30] is a case study of three different companies whose identities were anonymized, with a stated research objective of determining each company's readiness to implement DevOps using a bespoke model, RMDevOps. This case study qualitatively assesses all three companies through interviews and conference calls. The results of this study show that there are 18 critical challenges and 73 best practices that correlate positively with a company's readiness to implement DevOps.

Based on the above, the authors decided to use Bucena's Maturity Model as a foundation for evaluating DevOps maturity at PT XYZ, with [13] as the reference study. Bucena's Maturity Model is a DevOps maturity model developed by Ineta Bucena and Marite Kirikova in 2017 [31]. This model is different from most DMMs that tend to be structured as one uniform diagram, in that it is instead composed of four models that each cover a distinct domain of DevOps implementation, namely Technology, Process, People, and Culture. Each variable has five levels, respectively from lowest to highest as follows: Initial, Repeatable, Defined, Managed, and Optimized. This model was chosen because its broad scope makes it viable for a holistic evaluation, and its modular nature means that organizations using it can choose which aspects to prioritize independently of each other [32]. In addition, the
chosen reference study [13] had a notably identical research objective in specifically evaluating the research object's DevOps maturity level. Although [13] took a different approach for its research method, which consists of an experiment with IAC implementation, the outline of its research design can still be applied to the context of PT XYZ.

C. Research Method

This research aims to determine the maturity level of DevOps implementation at PT XYZ and provide recommendations for improvement based on the evaluation results. This research is classified as a case study, defined as research that focuses on a particular object or organization related to events or situations that are of academic interest [33]. Because the context of this research (i.e. DevOps maturity level evaluation) is novel to the object of research, it can be considered as exploratory research. Exploratory research is commonly used in certain situations that are still unclear and need to be explored more deeply to understand what is really happening [33]. Qualitative methods in the form of interviews are used to collect data for this research, selected because they generally explore information or information more flexibly and in an in-depth manner [33].

This case study selects four key figures in PT XYZ's hierarchy as interview sources, namely a Project Manager, the Engineering Manager, the Vice President of IT, and the Chief Technology Officer. These people were chosen because only they have the greatest collective oversight of the overall software development processes and activities happening at PT. XYZ. The data collected will be processed using the thematic analysis [34] method in conjunction with the magnitude coding method [10]. These methods are suitable for analysing qualitative data by identifying certain recurring patterns, which are then transformed into quantitative data by categorizing results based on predetermined values representing a certain scale [34]. In this case, the categories used are the DevOps maturity levels depicted in Bucena’s maturity model with an ordinal scale of 1-5. In this context, 1 represents the lowest level (Initial) and 5 represents the highest level (Optimized). The results of thematic analysis are mapped to the four domains of Bucena’s maturity model, and based on its results, a roadmap of improvements is designed to suit the state of DevOps implementation in PT XYZ.

A notable challenge in data processing is that the answers from multiple sources can be interpreted differently. Notably, [31] in their research did not explain in more detail how to process data converted to quantitative form obtained from the assessment results of several respondents or sources. Therefore, the authors in this study will use the method of averaging points for each answer and then round to the nearest whole number to determine the overall maturity level of each domain, with the following details:

1. An averaged value of 0 to 1.49 is mapped to maturity level 1 (initial).
2. An averaged value of 1.5 to 2.49 is mapped to maturity level 2 (repeatable).
3. An averaged value of 2.5 to 3.49 is mapped to maturity level 3 (defined).
4. An averaged value of 3.5 to 4.49 is mapped to maturity level 4 (managed).
5. An averaged value of 4.5 to 5.0 is mapped to maturity level 5 (optimized).
D. Result and Discussion
This section discusses the results of the interview with sources of PT XYZ, analyzes each variable that requires improvement, and proposes a roadmap of improvement activities based on the result of the analyses.

1. Analysis of DevOps Assessment Interview Results
This subsection discusses the results of interviews with sources from PT XYZ, namely Project Manager (PM), Engineer Manager (EM), Vice President of IT (VP IT), and Chief Technology Officer (CTO). A preliminary assessment with the CTO states an expected baseline level of Defined for each general domain. It should be noted that during interviews, PM only answered questions related to the Process, People, and Culture domains. Table 3 shows the summary of the results for each variable following the criteria outlined in section 3.

<table>
<thead>
<tr>
<th>ID</th>
<th>Variable</th>
<th>PM</th>
<th>EM</th>
<th>VP IT</th>
<th>CTO</th>
<th>Average</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Deployment Environment</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>Defined</td>
</tr>
<tr>
<td>T2</td>
<td>Testing Scope</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Repeatable</td>
</tr>
<tr>
<td>T3</td>
<td>Data Management</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>T4</td>
<td>Deployment Process</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>T5</td>
<td>Code Building</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>T6</td>
<td>Team Collaboration</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Repeatable</td>
</tr>
<tr>
<td>T7</td>
<td>Software Configuration</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>T8</td>
<td>System Monitoring</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>T9</td>
<td>Bug Tracking</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Initial</td>
</tr>
<tr>
<td>PR1</td>
<td>Delivery Scheduling</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>Repeatable</td>
</tr>
<tr>
<td>PR2</td>
<td>Development Approach</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>Defined</td>
</tr>
<tr>
<td>PR3</td>
<td>Testing Setup</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>Defined</td>
</tr>
<tr>
<td>PR4</td>
<td>Project Management</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>Defined</td>
</tr>
<tr>
<td>PR5</td>
<td>System Documentation</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1.75</td>
<td>Repeatable</td>
</tr>
<tr>
<td>PR6</td>
<td>Standardization</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2.25</td>
<td>Repeatable</td>
</tr>
<tr>
<td>P1</td>
<td>Team Organizing</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>Defined</td>
</tr>
<tr>
<td>P2</td>
<td>Team Learning</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2.5</td>
<td>Defined</td>
</tr>
<tr>
<td>P3</td>
<td>Skill Development</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2.5</td>
<td>Defined</td>
</tr>
<tr>
<td>C1</td>
<td>Team Communication</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>Managed</td>
</tr>
<tr>
<td>C2</td>
<td>Requirements Understanding</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3.75</td>
<td>Managed</td>
</tr>
<tr>
<td>C3</td>
<td>Company Culture</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3.5</td>
<td>Managed</td>
</tr>
<tr>
<td>C4</td>
<td>Company Collaboration</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3.5</td>
<td>Managed</td>
</tr>
<tr>
<td>C5</td>
<td>Company Innovations</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2.5</td>
<td>Defined</td>
</tr>
</tbody>
</table>

a. Deployment Environment (T1) is the first variable in the Technology domain. It concerns the provisioning of deployment environments in the organization. The three interviewees, namely EM, VP IT, and CTO, share the same view regarding the current condition of PT XYZ's deployment environment management. Currently, PT XYZ provides virtual deployment servers in the form of virtual...
machines (VMs). These include VMs for development and testing, VMs for back-end, VMs for front-end, and other purposes. Each running service has its own virtual environment ("venv") to adjust with the version of the programming language or modules used. However, VM management, management of permissions, and venv setup processes are still being done manually and have not yet used integrated configuration management.

b. Testing Scope (T2) is the second variable in the Technology domain. It concerns how the organization integrates automation and assistive tools into software testing. Based on the interview results, PT XYZ uses several tools for automated testing, such as Katalon for testing web applications, Repeato for testing mobile applications, and Postman for testing application programming interfaces (APIs). Testers generally design a testing scenario in each of these tools first, and then run the test scenario as a whole. Even though PT XYZ’s developers have made use of testing tools, there is still a significant type of automated testing that has not been carried out, namely unit testing.

c. Data Migration (T3) is the third variable in the Technology domain. It concerns the process of data migration during development. Currently, in PT XYZ’s deployment process, each application’s database is prepared by their respective developer manually. Scripts for database updates have not been managed with version control.

d. Deployment Process (T4) is the fourth variable in the Technology domain. It concerns the organization’s workflow for application deployment. Based on interview results, deployment at PT XYZ is performed manually through pull requests on the VM and directory of each application. Although PT XYZ already employs Bitbucket for code versioning and peer review, it has not yet been utilized optimally to implement a CI/CD pipeline.

e. Code Building (T5) is the fifth variable in the Technology domain. It concerns how source code is built during the development process. At PT XYZ, code building is still done manually by developers on local computers. The build results are then uploaded to the VM for deployment.

f. Team Collaboration (T6) is the sixth variable in the Technology domain. It concerns the use of tools to support collaboration. At PT XYZ, teams use Jira and Confluence to assist collaboration. Jira is used to plan projects, assign tasks, and write kanban/sprint boards. Meanwhile, Confluence is used to share API specifications between teams. Currently, collaboration at PT XYZ does not use an integrated toolset due to lack of continuous integration (CI).

g. Software Configuration (T7) is the seventh variable in the Technology domain. It concerns how software configuration management is performed along with application deployment. Based on interview results, at PT XYZ the development team creates configuration files to manage the environment and database connections for each deployed application. However, configuration files made this way are not standardized, and their structure depends on each developer. To try to standardize this process, PT XYZ is currently experimenting with Docker as a software configuration management (SCM) tool.

h. System Monitoring (T8) is the eighth variable in the Technology domain. It concerns how the organization monitors system performance and data flows. Currently, PT XYZ operates two tools for monitoring, namely Grafana for log
monitoring and Proxmox for monitoring networks and VMs. According to the EM, VP IT, and CTO, monitoring on the whole is still done very minimally. Monitoring tools tend to only be checked when there is a system error report. Furthermore, some of these tools have not been fully utilized, especially with regards to features related to warnings and reporting. In addition, PT XYZ still does not have any tools for monitoring applications.

i. Bug Tracking (T9) is the ninth variable in the Technology domain. It concerns how the organization handles reports of bugs and other errors. Based on interview results, PT XYZ currently operates a tool called Grafana for issue tracking. Grafana is a big data-based logging system that collects logs from various services in real time. Currently, there are 16 services and applications in PT XYZ that are monitored through Grafana. However, the staff tends to only check logs from Grafana whenever an error is reported. There are features in Grafana that PT XYZ’s staff have not utilized, such as error alerts and customizable dashboards.

j. Delivery Scheduling (PR1) is the first variable in the Process domain. It concerns how developers schedule product deliveries. According to the EM and CTO, the delivery process that runs at PT XYZ already has an established schedule and workflow. The general workflow is for a developer to sign a report, begin deployment, conduct operation testing, then release to market. However, according to PM and VP IT, this workflow is not always consistently executed across projects.

k. Development Approach (PR2) is the second variable in the Process domain. It concerns how software development is generally conducted at the organization. Based on interview results, PT XYZ’s approach to development generally uses agile methodologies. This was the consensus among the four interviewees. However, the PM and CTO are of the opinion that the agile implementation at PT XYZ cannot yet also be called lean.

l. Testing Setup (PR3) is the third variable in the Process domain. It concerns how developers at the organization prepare and perform software testing. Presently, developers at PT XYZ typically conduct requirement-based testing. The PM describes integration testing at PT XYZ as something that is only sparsely done. On the other hand, the EM and VP IT opine that integrated tests are generally carried out, but only minimally or partially documented.

m. Project Management (PR4) is the fourth variable in the Process domain. It concerns how management oversees projects in the organization. PT XYZ presently manages business requirements along with general project management. The EM and VP perceive project management at PT XYZ as an activity that is integrated with project management toolset. However, the CTO and PM disagree with this perception, as they believed the tools currently employed by PT XYZ have not been optimally used.

n. System Documentation (PR5) is the fifth variable in the Process domain. It concerns the breadth and depth of documentation for systems developed in the organization. The EM and PM opine that at PT XYZ, system documentation is generally minimal. This contrasts with the CTO’s perception, who mentioned that documentation tends to be up-to-date especially with regards to configuration files. This viewpoint is supported by the VP IT, who stated that PT
XYZ's developers generally make use of Confluence for API documentation and Google Drive for deployment documentation. However, system architecture documentation was perceived by the VP IT to be generally insufficient.

o. Standardization (PR6) is the sixth variable in the Process domain. It concerns institutionalization of company work practices and habits. According to all four interviewees, PT XYZ has generally implemented repeatable, standardized system development processes. With regards to the deployment process, the VP IT thinks that its processes are not yet standardized. However, according to the PM, there are already standardized processes for deployment, though they are not yet formally defined through standard operating procedures (SOPs). A similar opinion was also expressed by EM.

p. Team Organizing (P1) is the first variable in the People domain. It concerns how the organization assigns people into teams. Presently, teams within PT XYZ are usually formed based on how each person may contribute to each project to be carried out, as stated by the four interviewees.

q. Team Learning (P2) is the second variable in the People domain. It concerns the learning processes conducted by team members in the organization. Based on interview results, employee learning at PT XYZ is carried out through weekly meetings to discuss each team's project continuity and perform group problem-solving. In this scenario, the VP of IT argues that cross-process learning has also been implemented by assigning individuals with minimal to rudimentary knowledge of a certain technology into development projects that use said technologies.

r. Skill Development (P3) is the third variable in the People domain. It concerns how the organization enables staff growth and competency upgrading. Based on interview results, PT XYZ provides an e-learning system accessible to employees, as well as special training to employees who are due for promotion. The VP IT and CTO stated that in their experience, teaching/mentoring is also carried out to each employee in conjunction with e-learning system.

s. Team Communication (C1) is the first variable in the Culture domain. It concerns how teams communicate with each other and with their superiors. Currently, communication within PT XYZ is generally carried out frequently between teams, as described by the EM and CTO. The VP of IT further states that communication between teams at PT XYZ accommodates rapid feedback, as there are no bureaucratic practices that can hinder communication, but this view is not supported by the CTO who feels there are still issues in delivering feedback in communication.

t. Requirements Understanding (C2) is the second variable in the Culture domain. It concerns how organization staff perceive business requirements. Based on the interview results, at PT XYZ business requirements are generally clearly defined and can be understood by project teams. All four interviewees also stated that the staff understand PT XYZ's product line requirements clearly, as reflected in their work objectives. A shortcoming related to this aspect was conveyed by the VP of IT, who mentioned that the overall organizational requirements are still poorly understood amongst the staff.

u. Company Culture (C3) is the third variable in the Culture domain. It concerns the perception of corporate culture in the organization and how it impacts
employees. The EM, VP IT, and CTO stated that corporate culture at PT XYZ is seen as a shared asset that needs to be maintained. The culture in question, as explained by EM, is one of kinship, mutual assistance, and constant communication. However, PM opines that such a culture is not believed to help PT XYZ’s business strategically. PM also mentioned that many employees are not clearly aware of PT XYZ’s long-term business strategies, in addition to its corporate culture.

v. Company Collaboration (C4) is the fourth variable in the Culture domain. It concerns how teams and individuals collaborate within the organization. Based on the interview results, all four interviewees agree that collaboration at PT XYZ is actively practiced, barriers to collaboration are generally known and avoided, and issue escalation tends to be properly directed to the correct stakeholder. EM states that these practices are supported by the establishment of a clear person-in-charge (PIC) for each team.

w. Company Innovations (C5) is the fifth variable in the Culture domain. It concerns how novel approaches are studied and implemented for the organization’s benefit. Generally, Innovation at PT XYZ is seen as something that is done only when needed, as stated by PM and EM. On the other hand, VP IT and CTO stated that innovation is done actively with concepts and technologies that can prove useful to the company’s business goals.

From the assessment results, taking into account the expectations of the CTO of PT XYZ, namely the Defined level for each domain of DevOps implementation, the authors conclude that the implementation of DevOps at PT XYZ underperforms at the Technology and Process domains. The Technology domain stands at the Initial level on average, with 8 variables that do not meet the expected standards, as follows:

1. Testing Scope (T2)
2. Data Migration (T3)
3. Deployment Process (T4)
4. Code Building (T5)
5. Team Collaboration (T6)
6. Software Configuration (T7)
7. System Monitoring (T8)
8. Bug Tracking (T9)

Meanwhile, the Process domain stands at the Repeatable level on average, with 3 variables that do not meet the expected standards, namely:

1. Delivery Scheduling (PR1)
2. System Documentation (PR5)
3. Standardization (PR6)

2. Analysis of DevOps Implementation Improvement for Technology Domain

In the Technology domain, the first variable with an insufficient maturity level is Testing Scope (T2), which is at the Repeatable level. At PT XYZ, several tools have been used for automated testing such as Postman, Katalon, and Repeato. However, automated unit testing has not yet been implemented. Regarding this, PT XYZ mainly
uses two main programming languages: Angular for front-end programming and Python for back-end programming. Both languages already provide modules for unit testing, namely karma (Angular) and pytest (Python). To improve this variable to the Defined level, triggered automated tests must be implemented [31], in which unit tests will be automatically run by the pipeline every time the developers call a git push to Bitbucket. As such, it is necessary to utilize pipeline and unit testing features both at the front-end and back-end of each system.

The second variable with an insufficient maturity level is Data Migration (T3). To increase the level of this variable to Defined level, the development team needs to prepare automated database modification scripts for each application version [31]. This takes advantage of several tools used for continuous integration (CI), build automation, and version and source control [18]. An example of a tool that can be used to implement continuous integration and build automation is Jenkins. Other tools to support data migration currently used by PT XYZ are Jira for integrated deployment planning, and Bitbucket for version and source. With proper implementation, changes to the database structure will be automatically executed along with the CI process. Accordingly, Jenkins will run the database structure changes based on the script and configuration that has been prepared.

The third variable with an insufficient maturity level is Deployment Process (T4). Improvements to this variable can be made by implementing DevOps practices in the form of build automation, continuous integration, and continuous deployment [31]. Tools that can be used to support these practices are Bitbucket pipeline and Jenkins. A properly implemented Bitbucket pipeline will ensure that the source code in branch testing passes unit testing, while Jenkins will automatically build and deploy code to the correct environment. This deployment workflow can be seen in Figure 1, which illustrates the process.
Figure 1. Deployment Process improvement flowchart

This process begins when a developer pushes code to the dev branch. After a successful push, unit tests on the code are run by the Bitbucket pipeline. If the unit test fails, the developer must git push the revised code again. If instead the test is successful, the Bitbucket pipeline will automatically create a pull request to the testing branch. In this step, a tester approves the pull request from dev to testing. The dev branch is then merged with the testing branch, and code is built in the testing environment using Jenkins. After the code building is complete, the source code in the testing environment is updated and the corresponding service in the same environment is started or restarted. The tester then performs testing on the code with the help of tools such as Postman, Katalon, or Repeato. When the testing is complete, the tester makes a pull request to the branch master by including a test report. The developer and Engineer Manager (EM) then approve the pull request that has been submitted by the tester, and the testing branch is merged into the master branch. Code building is then done again in the production environment. When code building is complete, the source code in the production environment is updated and the corresponding service in the same environment is started or restarted.

The fourth variable in the Technology domain with an insufficient maturity level is Code Building (T5). Improving this variable to the Defined level primarily requires implementing build automation. [31]. Improvements to the deployment process (i.e. variable T4) will naturally also include improvements to code building by way of using Jenkins as a build automation tool.
The fifth variable in the Technology domain with an insufficient maturity level is Team Collaboration (T6). At the moment, PT XYZ uses Jira and Confluence as collaboration tools. However, the use of these tools alone is not enough to place this variable at the Defined level. Implementing CI/CD will increase this variable to the Defined level, as it encourages stronger collaboration between developers, testers, and operational teams and thus necessitate a highly integrated usage of team collaboration toolsets [31].

The sixth variable in the Technology domain with an insufficient maturity level is Software Configuration (T7). In order to upgrade this variable to the Defined level, the implementation of software configuration management tools is required in a manner that facilitates automated software configuration file delivery with each instance of code handover [31]. Docker can be utilized for this purpose, as Docker instances have a standardized software configuration file.

The seventh variable in the Technology domain with an insufficient maturity level is System Monitoring (T8). To improve this variable to the Defined level, there must exist an integrated tool for monitoring multiple services and systems [31]. Zabbix is a viable tool to implement for this purpose, with the primary consideration being that it is a mature open-source tool that supports PT XYZ’s needs.

The last variable in the Technology domain whose maturity level has not met the expected standard is Bug Tracking (T9). As it stands, PT XYZ currently stores all logs from various services to Grafana. These logs are used to track the incidence of bugs when an error occurs. To improve this variable to the Defined level, PT XYZ needs to automate error alerts and bug report status (e.g. open, work in progress, resolved) [31]. These can be achieved by making extensive use of Grafana’s error alert and custom issue dashboard features in conjunction with Jira.

3. Analysis of DevOps Implementation Improvement for the Process Domain

In the Process domain, the first shortcoming of PT XYZ’s DevOps implementation lies in the Delivery Scheduling (PR1) variable. Delivery Scheduling is strongly related to the practice of continuous delivery (CD) [31]. CD encompasses the automation and simplification of the software product output process, especially in the deployment stage [18]. CI/CD implementation is required to achieve the Defined level for this variable, with the prerequisites being knowledge and use of several types of tools to support continuous integration (CI), build automation, version control, and automated testing and validation [18], [31]. PT XYZ has implemented the use of tools for version and source control in the form of Bitbucket, as well as Postman, Katalon, and Repeato for automated testing and validation. These tools can be supplemented with Jenkins for the purpose of build automation.

The second shortcoming of PT XYZ in the Process domain lies in the System Documentation (PR5) variable. System documentation can be split into technical and user documentation [35]. Technical documentation for a system typically includes architecture design, interface structure, and developer-facing system functionality. Meanwhile, user documentation includes the workings of each system feature provided to users [35]. For this variable, [31] defines the Defined level as a state where the latest documentation is always validated regularly, and a description of configuration files relevant to the system is also provided. In order to
achieve this level, there are three common methods suitable for the agile methodology: source code-based documentation with tools such as Javadoc and Docstring, wiki-based documentation with tools such as XSDoc and sprintDoc, and recording user stories as a minimum guide to a feature [36].

The last shortcoming of PT XYZ in the Process domain lies in the Standardization variable. The Defined level for this variable is achieved when the processes commonly carried out in software development in an organization have been codified into formal guidelines that must be followed by all software development project teams in the company [31], for example in the form of a SOP. As there are already unwritten standards for development in PT XYZ, it follows that these standards should be formalized as a SOP and socialized to all employees. This SOP ideally should also includes IT security best practices [37]. The creation and socialization of development SOPs that incorporate IT security practices is academically supported by research such as [38], which states that the convenience of examining written procedures and organizational policies related to IT security positively contributes to the quality of IT security practices.

4. Roadmap for Improvement of DevOps Implementation

There are nine primary activities that PT XYZ needs to fulfill to improve their implementation of DevOps, broadly encompassing the variables analyzed in subsection 4. These activities are organized into a roadmap with an estimated time span allocation of 12 months (see Table 4).

<table>
<thead>
<tr>
<th>No.</th>
<th>Activity Name</th>
<th>Month</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Unit testing implementation</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Bitbucket pipeline implementation</td>
<td>v</td>
</tr>
<tr>
<td>3</td>
<td>Implementation of data migration scripts</td>
<td>v v</td>
</tr>
<tr>
<td>4</td>
<td>Jenkins usage experiments</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Implementation of Grafana alerts and dashboards</td>
<td>v v</td>
</tr>
<tr>
<td>6</td>
<td>General CI/CD implementation</td>
<td>v v v</td>
</tr>
<tr>
<td>7</td>
<td>Docker implementation</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Zabbix usage experiments</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Zabbix implementation</td>
<td>v v v</td>
</tr>
</tbody>
</table>

The first step is the implementation of unit testing in the first month. Unit testing is related to the implementation of the Bitbucket pipeline, as discussed in the analysis of variables T2 and T4. Therefore, the second step is to implement the pipeline together with the implementation of unit testing. Work on the Bitbucket pipeline implementation is expected to take two months. The third step is implementing data migration scripts, which should also be done in conjunction with the previous two steps. Data migration scripts can be done with the help of Jira, Bitbucket, and Jenkins. Similar to the timeline for Bitbucket pipeline implementation, it is expected that this activity will be completed in two months.
After these three steps are completed, the next stage is experimentation using Jenkins. This activity aims to familiarize PT XYZ’s development staff with Jenkins during the second and third month, as well as improve aspects of the deployment process as discussed in the analysis of variable T4. There are also two other activities slated to be carried out concurrently in the third month, namely the implementation of the Grafana alert/dashboard feature and CI/CD. The implementation of Grafana’s alert and dashboard features is expected to take two months, while the CI/CD implementation is expected to take four.

The second half of the roadmap includes the last three stages, in order: implementing Docker, experimenting with Zabbix, and formally implementing Zabbix. The implementation of Docker is set to take place in the sixth month, coinciding with the end of the CI/CD implementation process. Afterwards, experimentation with Zabbix is given a timeframe of two months. Finally, the implementation of Zabbix is set to be done during the last four months. In general, it is expected that the relatively longer CI/CD and Zabbix implementation time compared to other stages will also provide sufficient opportunities for the company’s staff to familiarize themselves with associated processes and tools.

In addition, it is also expected that during the execution of the entire roadmap, the establishment of widespread system documentation and standardization of development processes at PT XYZ will be improved. System documentation should be validated regularly, and standardization of development processes should be applied thoroughly to every development project conducted at PT XYZ. As discussed earlier in the analysis of variable PR6, the codification of standard development practices should also include guidelines of IT security practices both in developing a system and in operating it [37], [38]. For example, the guideline may include directives on applying the principle of least privilege with regards to regulating access to sensitive information in the system, as well as linking the practice of securing personal data (e.g. using hard-to-guess passwords and two-factor authentication) with the practices of securing organizational data [39].

E. Conclusions
This study answers the research questions written in section 1, namely:
1. What is the current state of DevOps implementation in PT XYZ?
2. Based on its current state of DevOps implementation, how can PT XYZ improve its current state of DevOps implementation, in order to mitigate future issues?

The research process carried out to answer these two questions began with a literature study of previous research to find the DevOps maturity model that is most suitable as an assessment guideline, which culminates with the choice of using Bucena’s Maturity Model. Subsequently, a research instrument in the form of interview questions was compiled using the parameters in each domain of Bucena’s Maturity Model. After conducting interviews with four sources at PT XYZ, the answers to research question 1 are as follows:
1. PT XYZ expects a baseline maturity level of Defined (3) for all domains.
2. PT XYZ’s current state of DevOps implementation for Technology and Process domains failed to meet this baseline, respectively being at the Initial (1) and Repeatable (2) levels.
3. PT XYZ’s current state of DevOps implementation for the People and Culture domains successfully met this baseline, respectively being at the Defined (3) and Managed (4) levels.

To answer research question 2, each variable in the Technology and Process domains that did not meet the baseline level was analyzed, and recommendations for improvement were proposed. All improvement recommendations were organized and summarized into a 12-month roadmap, which consists of the following activities:

1. Implementation of unit testing
2. Bitbucket pipeline implementation
3. Data migration script implementation
4. Implementation of Grafana’s alert and dashboard features
5. CI/CD implementation
6. Docker implementation
7. Zabbix implementation
8. Periodic validation of system documents
9. Creation of SOPs related to development, deployment, and operations

Further research that can be built upon this study primarily involves a large scale of the research subject. This includes larger organizations as a research subject, or a longer period of research in order to include data comparison before and after the implementation of proposed DevOps improvements.
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