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This study addresses the persistent challenge of intrusion detection as a
long-term cybersecurity issue. Investigating the efficacy of machine learning
algorithms in anomaly and misuse detection. Research employs supervised
learning for misuse detection and explain anomaly detection. Focused on
adaptability and continual evolution the study explores the application of
ensemble learning models AdaBoost, LightGBM, and XGBoost. Applying these
algorithms in the context of intrusion detection. Utilizing the KDD Cup 99
dataset as a benchmark the paper assesses and compares the performance of
these models. Besides, illuminating their effectiveness particularly in
identifying smurf attacks within the cybersecurity landscape.
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A. Introduction

Given of the rapid technology improvements cybersecurity emerges as a
pivotal discipline grappling with the complexities of an evolving digital landscape.
The surge in interconnected systems and the escalating sophistication of cyber
threats underscore the urgent need to fortify networks against threat of intrusions.
Intrusion detection a linchpin of cybersecurity assumes a central role in identifying
and thwarting unauthorized access. This imperative function contributes to
preserving the integrity and security of digital assets safeguarding against
potential compromise and threat [1].

The KDD Cup 99 dataset is a seminal benchmark in the field of intrusion

detection, widely recognized for evaluating the efficacy of cybersecurity systems.
Compiled from a variety of network activities it serves as a comprehensive
simulation of real-world cyber threats. The dataset encompasses diverse attack
scenarios offering a rich and representative environment for assessing intrusion
detection mechanisms. Introduced during the Third International Knowledge
Discovery and Data Mining Tools Competition. This dataset has been instrumental
in fostering research and innovation in the development and evaluation of
intrusion detection systems, making it a cornerstone in academic investigations
within the cybersecurity domain [3,4].
The integration of machine learning algorithms in intrusion detection represents a
significant advancement in the space of cybersecurity research. Machine learning
techniques including supervised and unsupervised learning are applied to discern
patterns of normal and malicious activities within network data. Supervised
learning models trained on labeled datasets exhibit proficiency in recognizing
known intrusion patterns, while unsupervised learning models excel in identifying
anomalous behavior indicative of novel threats. The utilization of machine learning
contributes to the development of adaptive intrusion detection systems capable of
continuously learning and evolving to confront the dynamic landscape of cyber
threats. This academic endeavor explores the nuanced application of machine
learning algorithms emphasizing their role in enhancing the accuracy and
efficiency of intrusion detection methodologies [5].

In an era where cyber threats are dynamic and ever-evolving,
understanding the capabilities of machine learning models in detecting network
intrusions becomes paramount [6]. This study endeavors to contribute to the
expanding library of research in cybersecurity by providing insights into the
performance of ensemble learning models. Thus, empowering cybersecurity
practitioners and researchers in their ongoing efforts to fortify digital ecosystems
against malicious incursion.
Our study assesses the effectiveness of ensemble learning models AdaBoost,
LightGBM, and XGBoost in the intricate space of intrusion detection, examining
their performance in discerning nuanced cyber threats.

B. Literature View
In [7], Gad, A. R and etl. designed a monitor system applications and

network traffic to detect suspicious activities and raise alerts when potential
threats are identified. the researcher focuses on applying machine learning
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algorithms such as Support Vector Machine (SVM) and Artificial Neural Networks
(ANN), to detect intrusion rates. In order to improve the accuracy of intrusion
detection. The authors utilized feature selection techniques and Chi-Squared Based
algorithms, with NSL KDD dataset. The experimentation with dataset resulted in
approximately 48% accuracy for the SVM algorithm and 97% accuracy for the ANN
algorithm, highlighting the superior performance of the ANN model in this context.

A. Mohamed and other in [8], discusses the application of machine learning
techniques in enhancing online security through intrusion detection systems (IDS).
UNSW-NB15 represents as dataset to analyze and compare various machine
learning strategies, such as decision trees, support vector machines (SVM), random
forests, and deep learning models. The dataset includes benign and malicious
network activity examples, and after preprocessing and feature engineering, the
study evaluates the constructed models using metrics like accuracy, precision,
recall, and F1 score. The findings demonstrate that different machine learning
algorithms can effectively detect various types of attacks in the dataset, and the
research also examines the impact of different feature engineering strategies on
detection accuracy. Results of this study the showed the efficiency of using
machine learning algorithms in designing intrusion detection systems.

In [9] Ugochukwu, C. ]. present suggestion for implementing machine
learning in intrusion detection. The main findings of the paper are using Random
Forest and Random Tree algorithms were the most efficient in classifying the
attacks on the Test dataset, with precision and F-measure above 97%. Bayes Net
outperformed other algorithms in terms of detection rate. The paper recommends
further research to explore other machine learning algorithms for improved
classification efficiency [9].

Maseer, Z. K and etl study, demonstrates the successful use of machine
learning algorithms for multi-class classification tasks in network intrusion
detection systems of attacks types (DDoS, PROBE, R2L, and U2R), achieving an
accuracy of 95.95%. The proposed method focuses on detecting anomalies and
protecting the SDN platform from attacks in real-time scenarios. The algorithm
used in this study are Decision Tree, Random Forest and XGBoost. The dataset
analyzed for this system is NSL-KDD dataset [10].

Exploring the advanced threat attacks, and the drawbacks of traditional
network intrusion detection systems based on feature filtering because it has
limitations in effectively thwarting of these attacks are explained by P. V. Pandit in
[11]. They addressed machine learning techniques such as neural networks,
statistical models rule learning and ensemble methods, are being used to create
more effective intrusion detection systems. The suggest a novel ensemble method,
combining decision tree, random forest, extra tree, and XGBoost algorithms, was
proposed in this study to improve intrusion detection accuracy. The method was
implemented in Python and evaluated using the CICIDS2017 dataset, showing a
significant increase in detection accuracy.

In [12], the paper focused on of an intrusion detection system using AIS-
ELM, the goal of applying this approach to a smart home network gateway, and the
proposal of AIS-ELM computational techniques for intrusion detection systems in
smart homes. ELM, AIS, Clonal Algorithm used for proposed model. The dataset
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used in the study is the network traffic generated from the Mozilla Gateway
controlled smart home system. This dataset is used to train the AIS-ELM based IDS
to detect anomalies in a smart home network.

The main findings of the paper [13], are presenting a comprehensive survey
on intrusion prevention and detection using neural networks for data security. In
result discovered that anomaly detection is the best method for Intrusion detection
based on feature selection. Also, need for further research on intrusion detection
systems using machine learning and neural networks. Dataset used in this
proposal for network intrusion are containing 22 out of 29 types of attacks,
divided into training and validation sets, and used for K-means clustering and SVM
with Deep learning for intrusion identification. It also includes key features such as
number of data values, epoch, loss, accuracy, runtime, number of false positive, and
number of false negative.

C. Smurf Attack Hazard

The distinctive characteristic of smurf attacks lies in their utilization of the
Internet Control Message Protocol (ICMP) to inundate a target network with echo
request (ping) packets distinguishing them from other forms of network
intrusions. Originating from a malicious virus these attacks exploit the broadcast
nature of ICMP queries [14,15]. Then it amplifying their impact by disseminating
requests to broadcast addresses across multiple networks. The ensuing surge of
responses engenders network congestion, service degradation, and occasional
outages for the targeted system. Despite their nomenclature drawing from 1990s
cartoon characters, smurf attacks persist as a cybersecurity threat evolving over
time and continuing to pose challenges to network security [16]. Understanding
the fundamental processes of such attacks is crucial for mitigating them and strong
intrusion detection systems that can identify the minute indicators of smurf
attacks amidst the vast sea of network traffic. In our study smurf attacks serve as
the focal point for evaluating the effectiveness of ensemble learning models
offering valuable insights into the models' capacity to identify and counteract this
specific class of cyber threat.

Moreover, the hazard posed by Smurf attacks is exacerbated by their
evolution over time and persistence as a cybersecurity threat. Smurf attacks have
adapted to contemporary network environments, necessitating continuous
vigilance and advanced intrusion detection mechanisms. The dynamic nature of
these attacks underscores the ongoing challenge in mitigating their impact and
reinforces the critical importance of robust cybersecurity strategies to safeguard
against such hazardous intrusions. The abstraction introduced in this study allows
for a controlled examination of key concepts related to Smurf attacks, facilitating
clarity in the presentation of analytical methods and findings. However, the
complexity inherent in genuine network traffic data remains essential for
extrapolating these concepts to real-world scenarios and refining intrusion
detection strategies in the face of evolving cybersecurity threats.

To get further insight, we conduct a smurf assault experiment and observe
the potential hazards via ICMP ping. In figure below the term "time intervals"
pertains to distinct temporal as a segments, while "packet counts" denotes the
numerical representation of packets received within those intervals. It is
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important to note that the data utilized in this context does not constitute
authentic network traffic information rather it serves as a simplified
representation for illustrative purposes. In reality, a comprehensive analysis and
visualization of patterns associated with a Smurf assault demand authentic
network traffic data. Such actual network data, reflecting the intricacies of real-
world network activities, is indispensable for a nuanced understanding of Smurf
attacks and the development of effective intrusion detection methodologies.

Smurf Attack Example
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Figure 1. Smurf Attack Example [1]

An effective class of machine learning methods called gradient boosting
algorithms is intended for regression and predictive modeling applications. These
algorithms are fundamentally based on the capacity to progressively construct an
ensemble of weak learners, which are usually decision trees, and then aggregate
their predictions to form a reliable and accurate model. The primary innovation
that sets Gradient Boosting apart from conventional techniques is its emphasis on
error reduction through the progressive fitting of new models to the residuals of
the previous models. Gradient Boosting models thrive at collecting intricate
associations in the data because of this iterative process, which makes them very
useful in situations where high predicted accuracy is very essential [17,18].

The minimization of a loss function, which gauges the discrepancy between
expected and actual values, is the basic idea underlying gradient boosting. By
iteratively changing the model parameters in the direction that minimizes the loss,
the method optimizes the parameters.

Gradient Boosting Machines (GBM), XGBoost, and LightGBM are popular
gradient boosting implementations that each provide special improvements and
functionality. For instance, XGBoost uses parallel processing and regularization
terms to increase efficiency, whereas LightGBM optimizes the construction of
decision trees using histogram-based learning to increase speed and scalability
[19]. Collectively, Gradient Boosting algorithms have become indispensable tools
in machine learning, frequently used across various domains such as finance,
healthcare, and cybersecurity due to their exceptional predictive performance and
adaptability [20].
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D. Identifying Introversion Utilizing ML

The primary objective of intrusion detection by machine learning (IDML) is
a crucial component from assignments of cybersecurity is to locate and address
harmful activity occurring within all of computer system or network. Conventional
intrusion detection techniques in previous studies as on frequently depend
predominantly on the signature on another hand on rule-based systems, which in
turn can be for most cases difficult to adjust to complex also ever-evolving assault
patterns.

In contrast, machine learning makes use of sophisticated statistical and
computational methods to automatically identify and learn from patterns that
point to malevolent activity. This paradigm change provides a method to intrusion
detection that is dynamic and adaptable, able to handle the subtleties and
complexity of contemporary cyberthreats. Anomaly detection and abuse detection
are the two main types of machine learning models used in intrusion detection.
[21,22]

1) Anomaly detection involves building a model of normal behavior and

flagging any deviation from this norm as a potential intrusion.

2) Misuse detection, on the other hand, relies on predefined patterns of known
attacks and malicious activities. Supervised learning, where models are
trained on labeled datasets with examples of both normal and malicious
behavior, is commonly employed for misuse detection. Unsupervised
learning, including clustering and outlier detection, is often utilized for
anomaly detection, where the model learns to identify patterns without
explicit labeling.

Misuse-based detection

Anomaly-based detection
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Figure 2. Misuse Vs Anomaly Detection [2]

The effectiveness of intrusion detection by machine learning lies in its ability to
continuously adapt and improve its detection capabilities. As cyber threats evolve
and become more sophisticated, machine learning models can be retrained with
new data to stay current [24,25]. Additionally, feature engineering plays a crucial
role, involving the selection and transformation of relevant input features to
enhance the model's ability to discriminate between normal and malicious
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activities. The application of ensemble techniques, such as combining multiple
models to make collective decisions, further enhances the robustness and accuracy
of intrusion detection systems [27]. Despite the advancements in machine
learning-based intrusion detection, challenges persist. Adversarial attacks, where
malicious actors intentionally manipulate data to deceive the model, pose a
significant threat. Ensuring the privacy and security of the training data is another
concern, especially when dealing with sensitive information [28,29].

Ongoing research and development in machine learning techniques, coupled with a
comprehensive understanding of cybersecurity threats, are essential for creating
effective and resilient intrusion detection systems in the ever-evolving landscape
of cyber threats [30].

E. Methodology:

The research methodology involves preprocessing the KDD Cup 99 dataset
encoding categorical features and splitting the data into training and testing sets.
Three ensemble learning models AdaBoost, LightGBM, and XGBoost are chosen for
their versatility and success across various domains. The training process and
subsequent evaluation using accuracy as a metric form the core of the

methodology.
—~@—
- %. |

Algorithm Selected

Dataset

Figure 3. Implementing ML on KDD Cup 99 dataset [3]

A) AdaBoost
AdaBoost worked by Sequential training corrects errors by assigning higher
weights to misclassifications. This adaptive weighting of misclassified instances
allows AdaBoost to iteratively refine its model, emphasizing challenging data
points. The final model is an ensemble of these weak learners, collectively forming
arobust and accurate predictor. In the context of the code, AdaBoost contributes to
the ensemble of models for detecting smurf attacks within the dataset. Top of Form
Bottom of Form

B) LightGBM
In another hand, LightGBM optimizes decision tree construction using histogram-
based learning, prioritizing nodes with larger data contributions. This approach
accelerates training and enhances scalability, making it effective for the KDD Cup
99 dataset.
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C) XGBoost
employs a incorporates regularization terms to control model complexity and
parallel processing to enhance efficiency. The model is trained iteratively,
adjusting weights and combining weak learners to create a robust and accurate
predictive model. In the context of intrusion detection, XGBoost contributes to the
ensemble of models aimed at identifying smurf attacks within the dataset.

F. Results and Discussion:

This section shows experiments compelling results in term of algorithm
selected and result obtained from this experiment. AdaBoost exhibits [0.99076],
emphasizing its adaptability to diverse datasets. LightGBM, designed for efficient
handling of large datasets, achieves [0.99925] highlighting its competitive
performance. XGBoost, a widely employed algorithm, demonstrates robustness
with an accuracy of [0.99985].

Table 1. Comparison of Gradient Boosting

Accuracy Metrics
1 XGBoost 0.999850976
2 GBM 0.999254881

3 AdaBoost  0.990760519

The nuanced differences in accuracy underscore the importance of model selection
in intrusion detection. dive into the observed performance differences. AdaBoost's
ability to adapt to different datasets is evident, making it a versatile choice.
LightGBM's efficiency in processing large datasets is a notable advantage,
contributing to its competitive accuracy. XGBoost, although slightly trailing in
accuracy, showcases robustness and generalization capabilities. The trade-offs
between these models are discussed, providing insights for practitioners in
choosing the most suitable model for their intrusion detection needs.
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Figure 4. Accuracy of Algorithms selected [4]
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G. Future Work

The implications of the study extend to the space of cybersecurity,
emphasizing the significance of machine learning in intrusion detection. Future
work may involve fine-tuning hyperparameters, exploring additional feature
engineering strategies, and assessing the models' performance across diverse
intrusion scenarios.

H. Conclusion

In conclusion, this study presents a comparative analysis of AdaBoost,
LightGBM, and XGBoost for smurf attack detection using the KDD Cup 99 dataset.
The nuanced differences in accuracy underscore the importance of tailored model
selection in intrusion detection applications. This research contributes to the
evolving landscape of cybersecurity and lays the groundwork for further
exploration into Machine learning for intrusion detection. However, challenges
such as adversarial attacks and ensuring data privacy remain, necessitating
ongoing research and development efforts. The effectiveness of machine learning-
based intrusion detection systems is contingent on robust feature engineering,
thoughtful selection of algorithms, and vigilant model monitoring. Despite these
challenges, the potential for significantly improving detection accuracy and
response times is evident.
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